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The harmonisation procedure 

Harmonisation was carried out to ensure that there was comparability between 

NatCen and NISRA Omnibus surveys in the following areas: 

 Necessities 

 Household membership and composition 

 Socio-demographic variables 

 Additional variables from Omnibus surveys in GB and NI 

 Sample and population weightings  

A comparison table (or cross-walk) was developed, which listed all potential 

variables for harmonisation.  Frequencies were run on both sets of Omnibus data 

and recodes were carried out in SPSS v21.   

Where important variables were available in one dataset and not the other (e.g. self- 

rated general health in GB, urban/rural in NI) dummy variables were created so that 

analysis could be undertaken using a full a dataset as possible in each jurisdiction.  

What was harmonised? 

The harmonised UK Omnibus dataset merged the following data files: 

From NISRA: 

 Omnibus Sort card (20 Sept 2012)1 

 Household grid (19 Oct 2012) 

 Additional employment (21 Nov 2012) 
 
From NatCen: 

 Omnibus (09 Oct 2012)2 

                                                 
1
 See NISRA Technical Report on 2012 Omnibus Survey 

2
 See NatCen Technical Report on 2012 Omnibus Survey 
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 Additional omnibus variables (20 Nov 2012) 
 
Note: A full listing of the variables harmonised and recodes made is available upon 

request from the research team.  

How many people responded to the omnibus surveys? 

The combined data set included a total of 1957 respondents (see tables 1&2 below).   
 

Table 1: Government Region – enumerated (unweighted) 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

1 North East (A) 74 3.8 3.8 3.8 

2 North West (B) 188 9.6 9.6 13.4 

3 Yorkshire & Humber (D) 122 6.2 6.2 19.6 

4 East Midlands (E) 115 5.9 5.9 25.5 

5 West Midlands (F) 135 6.9 6.9 32.4 

6 East of England (G) 150 7.7 7.7 40.1 

7 London (H) 145 7.4 7.4 47.5 

8 South East (J) 194 9.9 9.9 57.4 

9 South West (K) 131 6.7 6.7 64.1 

10 Wales (L) 82 4.2 4.2 68.3 

11 Scotland (M) 111 5.7 5.7 73.9 

12 Northern Ireland (N) 510 26.1 26.1 100.0 

Total 1957 100.0 100.0  

 
Table 2: Government Region – enumerated (weighted by PSPW2*) 

 Frequency Percent Valid 

Percent 

Cumulative 

Percent 

1 North East (A) 83 4.2 4.2 4.2 

2 North West (B) 219 11.2 11.2 15.4 

3 Yorkshire & Humber (D) 168 8.6 8.6 24.0 

4 East Midlands (E) 141 7.2 7.2 31.2 

5 West Midlands (F) 170 8.7 8.7 39.9 

6 East of England (G) 183 9.4 9.4 49.2 

7 London (H) 243 12.4 12.4 61.7 

8 South East (J) 266 13.6 13.6 75.2 

9 South West (K) 169 8.6 8.6 83.9 

10 Wales (L) 95 4.9 4.9 88.7 

11 Scotland (M) 166 8.5 8.5 97.2 

12 Northern Ireland (N) 55 2.8 2.8 100.0 

Total 1957 100.0 100.0  
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Note:  PSPW2 = post-stratification population weighting using mid-year population 
estimates (MYPEs) from GB Census 2011 and second release of NI Census 2011 
(MYPEs for NI not available until Spring 2013).  

 

Which analyses were carried out?  

Heat maps, scatterplots and relative risk ratios3 were carried out separately for adult 

items (m=32), adult activities (n=14), child items (n=22) and child activities (n=8)4 on 

the following harmonised cross-break variables: 

 Gender (male vs. female) 

 Age group (16-24 years of age vs. 65+ years of age) 

 Marital status (married/civil partnership vs. single/never married) 

 Ethnic group (white vs. non-white) 

 Health status (no limiting long-term illness vs. has LLTI) 

 ILO employment status (in employment vs. economically inactive) 

 Social class (managerial and professional occupations vs. semi-routine and 

routine occupations) 

 Social class (non-manual occupation vs. routine/manual occupation) 

 Education qualification (degree or higher vs. no qualifications) 

 Dependent children in household (no dependent children vs. dependent 

children in household) 

 Tenure (owner vs. renter) 

 PSE scale equivalised household income (top 2 quintiles vs. bottom 2 

quintiles) 

 Modified OECD scale equivalised household income (top 2 quintiles vs. 

bottom 2 quintiles) 

 

What did we find? 

One of the key questions that readers of the perception of necessities graphs and 

reports want answered is: are the differences between groups (e.g. Men vs Women, 

older people vs young adults, etc) ‘significant’, that is whether the differences 

observed are likely to have occurred by chance or not.   

To help answer this question, the PSE research team have used “relative risk” rather 

than “hypothesis testing”.  This statistical note sets out the differences between the 

two approaches and the reasons for the choice. 

 

                                                 
3
 See PSE Statistical Briefing Note 1 (D Gordon) 

4
 Respondents not providing answers to any of the necessities questions (n=76 items in total were 

filtered out of the analysis (GB=2, NI=17 unweighted). 



                           

4 
 

Hypothesis testing 

The need to find a way of testing whether observed differences were significant or 

not was one of the key drivers behind the development of statistics during the 20th 

Century, particularly the development of hypothesis testing. 

The origins of hypothesis testing can be traced back to Student’s5 invention of the t-

test in 1908 for monitoring the quality of Guinness while working as the Brewer-in-

Charge of the Experimental Brewery in Dublin (Fisher Box, 1987).  Fisher built on 

Student’s work and eventually published the extremely influential book, Statistical 

Methods for Research Workers in 1925, in which he explained the idea of hypothesis 

testing.  He argued for the use of the < 5% level for testing significance that is this 

would have occurred by chance less than 5 in 100 times (and the 1% level for more 

stringent testing) and, equally importantly, he provided statistical look-up tables in 

the book (for Χ2, t, F) at the 5% and 1% level (Kendall, 1963; Cowles & Davies, 

1982; Lehmann, 1993) 

The Problem of Hypothesis Testing 

The major problem with hypothesis testing is that what readers want to know is 

‘given the survey data that have been collected what is the probability that the 

differences are significant?’  Unfortunately, what a significance test actually tells us 

is: ‘Given that there are no differences (that Ho – the ‘null hypothesis’ is correct), 

what is the probability of these data?’  Unfortunately these are not the same 

questions and hypothesis testing is logically flawed.  Pollard and Richardson (1987, 

p161) provide the following example to illustrate the logical problem, which is 

elaborated on by Cohen (1994, p999) 

‘If a person is American, then he is probably not a member of Congress. 
This person is a member of Congress 
Therefore, he is probably not an American’ 
 

Equally problematic, is the fact that most significance tests are affected by both the 

magnitude of the differences and the sample size.  Thus, if you have a large enough 

sample of data (survey) then virtually everything you test will be ‘significantly’ 

different at the 5% level.  In this case, all a Null Hypothesis Significance Test tells 

you is that you have a large sample of data and you already know that without 

performing any test!  Hypothesis testing may tell you that the results are ‘statistically 

significant’ but this does not mean that the differences are ‘important’ or meaningful. 

Thus, Rozeboom (1960, p417) argued, over 50 years ago, that Null Hypothesis 

Significance Testing was “The statistical folkways of a more primitive past”. 

 

                                                 
5
 Student was a pseudonym used by William Sealy Gosset (Fisher Box, 1987) 
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Confidence intervals 

In general, confidence intervals contain all the information found by significance 

testing and much more (Cohen, 1994) 

Confidence intervals provide information about the range in which the true value lies 

with a certain degree of probability. There is of course only one true value, and the 

confidence interval defines the range where it's most likely to be.  Thus a 95% 

confidence interval will include the true value 95% of the time i.e. the confidence 

interval includes the true value 95 times out of 100.  

Relative Risk 

During the past 50 years, statisticians have developed a wide range of techniques 

for measuring the size/magnitude of differences between two or more groups (effect 

sizes.  Relative Risk (RR) ratios6 are both simple to understand and their confidence 

intervals are easy to calculate (Morris & Gardner, 1988). 

Relative risk tells us the risk or probability of one group (e.g. men) thinking an item 

is a necessity compared with the other group (e.g. women). Thus, a relative risk of 

2.0 means twice the risk, a score of 0.5 means half the risk, a score of 3.0 is three 

times the risk and a score of 0.33 is a third of the risk, etc. A relative risk of 1 would 

mean that there are no differences between the two groups. We can use this 

approach to compare the differences in attitudes to necessities between groups (e.g. 

men v women, etc) by calculating their relative risk.  A relative risk greater than 1.0 

means men are more likely than women to think that a particular item is a necessity,  

by contrast a relative risk less than 1.0 means that women are more likely than men 

to think that the item is a necessity. The nearer the relative risk is to 1, the smaller 

the difference between the two groups.  

If the 95% confidence Intervals of a relative risk ratio span 1.0 then you cannot be 

confident at the 5% level that the ‘true’ risk is different from 50:50, i.e. the difference 

is unlikely to be ‘significant’.  If the 95% confidence Intervals of a relative risk ratio do 

not span 1.0 then the differences between the two groups are likely to be statistically 

significant. 

Thus relative risk ratios and their 95% Confidence Intervals (CI) provide intuitive and 

useful estimates about whether the differences between two groups are likely to be 

significant (or not) and also the size and direction of these differences  Relative risk 

and their 95% confidence Intervals (CI) therefore tells you not only if the differences 

between two groups are ‘statistically significant’ it also tells you if these differences 

are likely to be important or meaningful (i.e. practically significant). 

 

                                                 
6
 Where a, b, c & d are the four cells of a two by two table then Relative Risk = (a / (a+b)) / (c / (c+d)) 
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